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Abstract
This article describes an action research project that uses a mixed-methods approach to explore 
postgraduate second language (L2) English Language Learner (ELL) students’ views of artificial 
intelligence (AI) tools in terms of how such technology affects their thinking processes through 
an AI literacy intervention. The researchers coded the intervention output, thirty first-day writing 
diagnostic exams of students in a high-intermediate L2 English writing and communications 
course at a U.S. research university. The output was based on a reading and prompt discussing 
potential learning implications with the growing ubiquity of generative AI. Findings from students’ 
perspectives are discussed through an AI literacy analytical framework as well as possible 
pedagogical implications for how English for Academic Purposes (EAP) instructors might support 
their students in navigating AI tools while in the EAP classroom.
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1 Introduction

In late November 2022, OpenAI launched ChatGPT (Generative Pre-trained Transformer), a chatbot 
that permits a user to input a prompt, with the application producing an answer in a conversational or 
essay format. Educators have been considering the implications of using AI, with immediate discussions 
(Bowman, 2022; Herman, 2022; Roose, 2023) in reputable news publications and teacher practitioner 
publications (McMurtie, 2022; Yorio, 2023; Frances & Zimotti, 2023). One prominent topic has been 
the fury over the potential unethical use of AI, namely plagiarism, and the trepidation of its impact on 
the students’ writing instruction. Some schools have blocked the app on school networks as a deterrent 
(Johnson, 2023). Additionally, one undergraduate computer science student was prompted to develop 
an app, GPTZero, for teachers to detect if ChatGPT was used to produce an essay (Bowman, 2023). 
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Since the release of the initial version of ChatGPT, there have been subsequent improved free versions 
(i.e., ChatGPT-3.5) and the enhanced paid ChatGPT-4. As a result, the AI chatbot landscape is rapidly 
changing and offering better functionality in under two years.

On the cusp of ChatGPT’s presence in the educational sector, it is valuable to inquire how students 
view the technology as well as the implications for the higher education academic L2 writing classroom. 
Discussions in popular news and academic sources have been expanding viewpoints of teachers and 
school leadership among other stakeholders, but the views of postgraduate students second language 
(L2) English language learners (ELLs) are limited (Koltovskaia, et al. 2024). To address this, the authors 
examined master’s degree and doctoral students’ perceptions of ChatGPT through a writing assessment 
prompt, analyzed based on the students’ points of view regarding the benefits and drawbacks of its use. 
Also, to hedge against possible misuse of generative AI, the instructor prompted students to reflect on the 
degree to which such technology may interfere with their thinking processes. 

This present study summarizes existing scholarship on this topic over two time periods: the 
literature available at the time of the study and what has been produced since. Both periods jointly will 
contextualize the discussion for both generative AI advances now and in the future. 

2 Literature Review

The advancement of generative AI has posed concerns for instructors in the months following ChatGPT’s 
broad release (Huang, 2023; Weissman, 2023). In the postsecondary space, instructors who used writing 
for learning and assessment wrote in various media outlets about the threat that such technology would 
pose to students’ learning, given instructors’ current pedagogical approaches (Huang, 2023). In the 
year and a half since ChatGPT has become available, scholarship has emerged, proposing conceptual 
frameworks for ensuring academic honesty. Kohnke et al.’s (2023) review of dozens of American 
universities’ guidelines for treating generative AI resulted in the team proposing generative artificial 
intelligence assessment literacy. The idea is that instructors would critically revise their curricula given 
the affordances available to students with generative AI. Indeed, the work of ensuring students’ ethical 
use of technology continues. 

2.1 AI literacy 

AI literacy is defined in a myriad of ways.  Some definitions include technical skills, e.g., programming, 
while others do not.  Ng et al.’s (2021) literature review of thirty articles distilled the idea of AI literacy 
into the following three competencies: know and understand, use and apply, and evaluate and create, 
mapping these competencies to Bloom’s Taxonomy. While noteworthy at the time, Ng et al.’s (2021) 
framework did not include generative AI, given the fact that such technology was not as publicly 
accessible as it is now, with the unveiling of ChatGPT in November 2022. For a generative AI context 
in L2 instruction, Tseng & Warschauer (2023)’s AI literacy framework is worth discussing. Recently, 
Warschauer, et al. (2023)’s AI framework discussion maps Ng et al.’s (2021)’s framework onto their 
initial framework proposal (Tseng & Warschauer, 2023). In their text, Warschauer, et al. (2023) argue 
that based on the proficiency level of students, with foundational writing skills needed before work 
with AI literacy, and the purpose of the learning activities, AI literacy should be cultivated in L2 writing 
instruction. Their framework outlines five components. First, the authors state that understanding how 
AI works, along with its affordances and limitations, is needed, just as Ng et al. (2021) note in their 
“know and understand” part. Second, like Ng et al. (2021)’s second competence of “use and apply,” 
Warschauer, et al. (2023)’s framework includes “access and navigate” to ensure students know how to 
use the technology for their specific purposes. Third, Warschauer, et al. (2023)’s framework addresses 
prompting, or the iterative practice with refining prompts until the desired output is achieved. To this end, 
Huang (2023) offers a method based on experimental experience in EFL writing classroom. Specifically, 
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the author argues that for maximum effectiveness, prompts need to be direct and rubric-based, as well 
as requesting for feedback, not rewriting. Next, the authors’ framework includes “corroboration,” which 
allows for the learner to seek and confirm additional evidence for the output received. The framework 
concludes with “incorporation” of the output, which includes alignment with institutional policy 
regarding AI use and meeting required transparency measures.

Teng (2024a) offers a systematic review of the use of ChatGPT for EFL writing. The review supports 
the notion that AI literacy is necessary for students’ effective use, including the preservation of learning. 
Given the above scholarship on the topic, we define AI literacy for this study as the critical use of AI 
tools, which means the human writer thoroughly analyzes the AI output before deciding how and if to 
incorporate it into their own writing product.

2.2 ELL students’ perception of generative AI

Since ChatGPT was publicly released in 2022, a growing number of studies have contributed to reporting 
ELL students’ views toward using the tool for learning. In terms of student views, research has shown 
that students are conflicted, reporting both positive and negative views of ChatGPT as a learning aid 
(Al-Alami, 2024; Chan and Hu, 2023; Tica & Krsmanovic, 2024; Xiao & Zhi, 2023; Wang, 2024; Yan, 
2023). 

Of the positive views that students held, some reported that the tool offered a quick and efficient 
method for obtaining feedback (Al-Alami, 2024; Chan and Hu, 2023; Tica & Krsmanovic, 2024; Wang, 
2024; Yan, 2023). The immediacy of feedback generated by ChatGPT was noted in a variety of research 
contexts: ESP (Tica & Krsmanovic, 2024), ESL (Wang, 2024), and EFL (Al-Alami, 2024; Chan and 
Hu, 2023; Yan, 2023). Another benefit students reported with the tool was its value in providing useful 
language feedback (Al-Alami, 2024; Tica & Krsmanovic, 2024) and in supporting the writing process 
more generally (Al-Alami, 2024; Tica & Krsmanovic, 2024; Wang, 2024). For language feedback, 
students reported help with language accuracy (Al-Alami, 2024) and more specifically, ChatGPT’s 
utility as aiding vocabulary development (Al-Alami, 2024; Tica & Krsmanovic, 2024). As for the writing 
process, students noted a number of affordances, including obtaining ideas from the output (Al-Alami, 
2024), the output providing generally useful information (Tica & Krsmanovic, 2024) and utility at 
various phases of the writing process (Wang, 2024). Students also commented that ChatGPT was user-
friendly (Al-Alami, 2024; Tica & Krsmanovic, 2024) and was useful for generating ideas (Al-Alami, 
2024; Chan and Hu, 2023; Xiao & Zhi, 2023). Coupled with these individual studies, Teng (2024a)’s 
systematic review of ChatGPT for EFL writing reveals that students are generally positive about its 
potential for learning. 

On the other hand, students reported a number of drawbacks with using ChatGPT as a learning tool, 
including plagiarism concerns (Al-Alami, 2024; Chan and Hu, 2023; Xiao & Zhi, 2023; Yan, 2023). 
Such concerns seemed to range from a general discussion of ethics (Chan and Hu, 2023) to the potential 
negative implications with submitting AI-assisted work to the respective educational institutions (Al-
Alami, 2024; Xiao & Zhi, 2023; Yan, 2023). Students notably responded that the use of ChaGPT could 
interfere with their learning processes (Al-Alami, 2024; Chan and Hu, 2023; Yan, 2023). Students in 
Yan’s (2023) study expressed concern that the tool could become a shortcut for learning, perhaps due 
to overreliance (Chan & Hu, 2023). Al-Alami’s (2024) study showed a number of negative effects on 
the cultivation of creativity, writing skills, thinking skills, knowledge acquisition, and general learning 
practices. While some students applauded ChatGPT’s language accuracy and general adherence to 
academic writing conventions(Tica & Krsmanovic, 2024; Yan, 2023),some students expressed concern 
over inaccuracy of some of its output (Chan and Hu, 2023; Tica & Krsmanovic, 2024; Wang, 2024; 
Xiao & Zhi, 2023). Wang (2024) reported that some students seemed alarmed by ChatGPT’s “potential 
to mislead people” (p. 12). Students also expressed the potential loss of personalization when using 
ChatGPT as a collaborator during the writing process, whether this was a perceived lack of emotion (Al-
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Alami, 2024) or an issue of unique voice (Wang, 2024). What is clear from the above discussion is ELL 
students’ nuanced view of ChatGPT’s utility as a learning aid in the writing process. 

2.3 Writing process

Writing is a complex process that Hayes and Berninger (2014) describe as consisting of four source 
components: 1) Attention and the ability to concentrate and attend to a task, 2) the use of long-term 
memory, including the storage and recall of information over a long period of time, 3) the use of working 
memory, i.e., the part of short-term memory that is associated with immediate conscious perceptual and 
linguistic processing, and 4) reading, including reviewing the text and revisiting source texts. Thus, the 
iterative process of crafting a written piece requires a focused thought process, including reflecting on 
what was written while drawing on working and long-term memory, thereby making it a dynamic and 
complex process in producing a manuscript. The writing process at its heart goes far beyond the principal 
stages of composing and expressing ideas, organizing them, and inferring a conclusion for the ideas 
shared. Additional factors guide the actions and decisions that writers choose in the process of crafting a 
piece (Flower & Hayes, 1981). The authors’ texts are informed by their audience and the context of the 
text, making the writing process an internal dialogue with potential readers as the text is written. Notably, 
Al-Alami’s 2024 study reported students commenting that ChatGPT could disrupt the writing process 
by interfering with one’s concentration. Given the complexity of the writing process as discussed above, 
at least for beginning ChatGPT users, ELL students may find it disruptive perhaps before integrating the 
tool into their workflow.

Writing is also a human process in that there is impact on both the author and the reader. For the 
author, there are physical (Murray, 2002) and psychological benefits to writing (Pennebaker, 1997; 
Watson et al., 2019). However, the health benefits of writing are not derived from the writing tools (i.e., 
pen or keyboard), but from the thoughts and emotions in the writer’s mind (Murray, 2002). Writing 
clarifies thinking, allows the writer to articulate and explain themself to others, and/or allows for 
collaboration with others to build meaning that could not be done alone. How AI might shape the writer’s 
physical and psychological benefits gained through writing, whether positive or negative, remains 
unclear. For the reader, the influence the author’s words can have on them is boundless, as the author 
has the potential to touch the reader’s core. The dialogue of communication between the reader and the 
author’s crafted words is in itself a very human process. When AI enters as a collaborator with the writer, 
the impact on the reader likely changes, regardless of the reader knowing of the AI-assistance. 

This complex, iterative process has been called post-process writing. In this process, Kalan (2014) 
describes activity where writing processes are acknowledged as less linear and predictable than the 
process writing approach; writing is not an individual, but a social act, involving other stakeholders in 
the process. Additionally, written texts are produced in a mess of cultural, social, and power dynamics 
(Kalan, 2014). Indeed, it is within this social context that writing takes shape and is produced. However, 
the atomization of writing through AI reduces the quality of the human experience of writing (Johnson, 
2023) and can cause the authors’ writing skills to atrophy and the readers’ experiences to be less 
dynamic.

Some scholars have pushed back against such a perceived threat that AI could have on the writing 
process, especially as it pertains to student learning. In discussing the impact of large language 
models (LLMs), such as ChatGPT on writing studies, Graham (2023) remarks that “...AI provides the 
opportunity to add multiple dimensions of recursion where prompt-engineering, output curation, fact-
checking, and revision become an orthogonal dimension to traditional writing and learning processes” 
(p. 166). In what Graham calls a multidimensional recursive AI-assisted writing process, the LLM 
supplements the iterative potential the writer employs with the self and/or peer reflection they already 
have. Thus, the LLM would augment the current post-process writing practices that individuals currently 
engage in. 
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2.4 Background & research questions 

At the time of the study, just two months after ChatGPT’s broad release, what international postgraduate 
students thought about ChatGPT and generative AI more generally was not known.  Instructors discussed 
in popular media and professional organizations the (mostly) negative effects such technology would 
have on the students’ learning process, but the students’ perspectives have been limited (Johnston et al., 
2024) This study sought to begin the conversation of ChatGPT in terms of the dangers the uncritical 
use of it could pose for the learning process, from the student’s perspective, i.e., commencing the 
conversation with an AI literacy approach, and 2) to further invite student perspectives as a starting point 
for revising the curriculum in real time to address the potential threat ChatGPT posed to the writing 
classroom specifically. 

Despite the aforementioned investigations into student perspectives, there remains little understanding 
of postgraduate international students in an EAP classroom and their view of AI in the literature.  This 
research seeks to add to the growing understanding of student perspectives, so that these can be taken 
into consideration by instructors and institutions accordingly.  

The purpose of this study was to critically explore the students’ views of AI-assisted writing tools, 
generative AI specifically, on the learners’ writing process. This information would then subsequently 
inform the treatment of the said technology in the language learning classroom. The research question is 
To what extent do postgraduate ELL students view generative AI tools as interfering with their thinking 
processes? with the sub-question: What additional effects of generative AI tools on their thinking 
processes do students perceive? 

3 Methods

3.1 Context

The study focused on analyzing the student-participants’ diagnostic exams written in a U.S. research 
university setting. The exams were written in January 2023, two months after ChatGPT was broadly 
released to the public. The instructor had read a variety of ideas about how to – or whether to – address 
this technology in the writing classroom. Many ideas were offered, but very little student viewpoints 
were reported. The lack of awareness of student perceptions on the topic was coupled with the 
instructor’s experience with similar student demographics who were immersed in AI in their fields. Thus, 
the instructor was curious as to the thoughts and opinions of the students, especially in the context of 
how to hedge against academic misconduct from using AI and how to utilize it in the EAP curriculum.

3.2 Study design

This study used a mixed-methods design common in applied linguistics action research (Burns, 2015). 
Along with investigating problems, Hammond (2020) asserts that the value of action research is 
elucidating opportunities that might also exist, especially opportunities concerning new technology. 
Such opposing interests motivated this research, as the leading questions assumed both problem and 
opportunity and the impacts of AI on the students’ thoughts and communication. This study also followed 
the principal goals of action research, with the main aim to inform the instructor-practitioner’s practice in 
their particular classroom and only secondarily to extrapolate the results exterior to the classroom (Efron 
& Ravid, 2020).

Since the results are intended to inform instructor-practitioners’ practice, the authors utilized some 
numerical data in the analysis to move beyond vague qualifications such as ‘most’, ‘some’, and ‘all 
most all’, drawing on the benefits of quasi-statistics (Becker, 1970, 1990), Maxwell (2010) discusses the 
common practice of presentation of numerical data, citing Erickson (2007), Hammersley (1992), and 
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Miles and Huberman (1984),whose work understands numbers as a key indicator of presenting valid and 
generalizable data.

3.3 Participants

Thirty students were included in this study. These participants were one of the authors’ students, enrolled 
at the graduate and PhD levels in two sections of the same class: A high-intermediate level multi-skills 
L2 English course designed for international graduate students. A cluster random sampling method was 
used since all students enrolled in the two classes composed the participant pool (Mackey & Gass, 2016). 
While eighteen students were enrolled in one class and seventeen in the second, two students from the 
first class and three from the class were absent on the day of the intervention, thus were excluded from 
this study. The students came from a variety of disciplines, including architecture and engineering. The 
students were placed into the course through the university’s English language proficiency examination. 
Successful completion of the course resulted in fulfillment of the university English language require-
ment. Demographic variables of interest, including academic discipline, degree program, and first lan-
guage (L1) are shown in Table 1.

Table 1
Demographic Variables 

Variable Number (Percentage)
Academic discipline   
Engineering 15 (50%)
Hard sciences 7 (23%)
Art 2 (7%)
Architecture 3 (10%)
Other 3 (10%)
Degree program   
Doctorate 3 (10%)
Master’s 18 (60%)
Professional master's 9 (30%)
L1   
Chinese 16 (53%)
French 4 (13%)
Hindi 2 (7%)
Korean 2 (7%)
Other 6 (20%)

3.4 Intervention

To hedge against the possible misuse of generative AI in the EAP classroom, the instructor used a first-
day diagnostic exam consisting of a short article from Nature (Stokel-Walker, 2022), which served as 
both the intervention and the data collecting tool. The diagnostic exam prompted the students to respond 
to a question concerning the extent to which they agreed with the idea that AI applications could result 
in an “outsourcing of one’s thinking.” A secondary question, which probed them to consider additional 
implications of such tools, elicited further perspectives. The instructor chose to analyze the students’ 
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diagnostic exams, leveraging this teaching artifact as a consequence of teaching, not a research-restricted 
information gathering process. Indeed, as Burns (2015) notes, “the research should show it builds upon, 
rather than detracts from, practitioners’ major responsibilities for teaching” (p. 194). The students were 
asked to support their ideas with evidence, had approximately one hour to write, and all but one student 
completed the writing using a computer. The students were informed that the diagnostic was graded 
based on completion, and that their views would be of interest to the instructor. 

3.5 Data collection

Data elements included student information sheets and anonymized diagnostic exams. Descriptive 
statistics for understanding student response types holistically were calculated using Microsoft Excel. 
The researchers acknowledged their subjectivity in the data analysis process to achieve an understanding 
informed by existing literature in the field. Institutional Review Board (IRB) approval was granted by the 
teaching institution: 23-000419.

The approach of obtaining students’ perceptions could be understood as weakening the validity of 
the research in the following ways: i) the data collection was a timed exam, possibly limiting students’ 
expression and comfortability to share their views, especially for ELLs, ii) there was only one data 
source. Regarding the first, participants were Master’s, Professional Masters’s and Doctoral students 
at a research university, requiring language proficiency at the level of an IELTS (International English 
Language Testing System) minimum score of 7.0 on a 0 to 9-band system, which documents’ individuals 
enrolled in these programs as possessing full proficiency in English for specialized work and professional 
settings (IELTS, 2024). With this command of English, an hour to produce a page (i.e., 500 words 
approximately) offered ample time for participants to take time to organize their thoughts, produce a 
draft and review if they wished. 

Regarding the second, the data collection principal aim was to inform the instructor-practitioner’s 
practice in a particular classroom and only secondarily to extrapolate the results exterior to the classroom 
(Efron & Ravid, 2020). Acknowledging the secondary goal to share the outcomes with other instructor-
practitioners, the study utilized a procedure that included simultaneous work by more than one researcher 
to code and interpret the data. Working collaboratively with a second researcher to inductively code the 
student exams, negotiating meaning in multiple coding sessions, increased the trustworthiness of the 
results (Burns, 2015). 

3.6 Data coding and analysis

To prepare the data, the instructor-researcher anonymized each student exam. To enhance trustworthiness 
(Burns, 2015), the study utilized the “investigator triangulation method”, a procedure that includes 
simultaneous work by more than one researcher. Specifically, the instructor-researcher worked 
collaboratively with the second researcher to inductively code the student exams, negotiating meaning in 
multiple coding sessions.

The researchers systematically coded the essays using thematic analysis, a method that went beyond 
the instructor-researcher’s reading of the exam to identify emerging views and opinions. Similar coding 
categories were identified based on a negotiated discussion. Multiple themes identified from each student 
paper, were marked once per paper, regardless of elaborative depth or repetition. The coding categories 
were informed by the research, where the researchers identified statements describing generative AI tools 
as interfering with their thinking processes, as well as any other positive or negative views. The codes 
identified, and which ones were merged, are presented in Appendix A. 

As part of coding the diagnostic exams, a catalog of the entire data set was generated. Then, an 
approach to interpreting that data as identified, based on the goal of the action research; to inform 
instructor-practitioner classroom practice. The core question in analyzing the data was to identify the 
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salient/common themes among the coded data. There were two phases in the coding process. An initial 
phase, where all content was coded with a unique themed code. Next, in a process of identifying what 
was being expressed, codes that were similar were merged (Appendix A). Lastly, the authors interpreted 
the possible implication of the most salient coding categories.

4 Results

The results of the study will be discussed in this section.
RQ: 
To what extent do postgraduate ELL students view generative AI as interfering with their thinking 
process? 
What additional effects of generative AI tools on their thinking processes do students perceive? 
The response type, positive or negative, and description of the response is noted in Table 2. After the 
second phase of data coding, the number of positive and negative response tokens were tallied in each 
category. To obtain. Figure that would be easily interpreted, a percentage for each tallied category was 
found by dividing the value by the total value and then multiplying the results by 100 (i.e., (value/total 
value) x 100%).

Table 2
Responses Coded in Diagnostic Exam

Positive response Number (Percentage)
Task efficiency/versatility 16 (29.09%)
Enhances thinking 9 (16.36%)
Increasing insights 8 (14.55%)
Fostering creative output for society 7 (12.73%)
Leveraging the apps’ potential for education and elsewhere 6 (10.91%)
Necessitates update of pedagogy 5 (9.09%)
Need for openness to technological evolution 4 (7.27%)
Total positive responses 55 (100%)
Negative response Number (Percentage)
Writing/creating as a human process 17 (19.77%)
Displaces thinking and learning 15 (17.44%)
Academic integrity of individual 11 (12.79%)
Reliance on applications 6 (6.98%)
Loss of creative/productive output for society 6 (6.98%)
Reduction of critical thinking 5 (5.81%)
Erroneous information 5 (5.81%)
Loss of creativity output for individual 4 (4.65%)
Communication is inherently human 4 (4.65%)
Moral access and impact 3 (3.49%)
Interference with the writing process and authorship 3 (3.49%)
Interferes with thinking 2 (2.33%)
Total negative responses 81(100%)
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In general, the students reported more negative than positive views in terms of how AI impacts their 
thinking processes. Of all the views expressed by the students in their diagnostics, 60.99% of them were 
negative, while just over 39% were positive. 

The most commonly reported negative concerns were, in order of most to least frequency: Writing 
and creating as a human process, concerns over displacing thinking and learning, and issues of academic 
integrity. The most common positive responses were, in descending order: Task efficiency/versatility, the 
enhancement of thinking, and AI’s perceived ability to increase insights. 

4.1 Selected data samples

Each of the above categories is worthy of a lengthy discussion. However, key data is presented that has 
been categorized in two groupings based on the research questions to highlight participants’ views on the 
role and impact of AI tools. The two themes are: Views of Generative AI as Interfering with the Thinking 
Process and Views of Generative AI as Facilitating Thinking Processes . Within each category, the data is 
grouped into additional subcategories with example excerpts from participants as illustrations. 

Theme 1: Views of Generative AI as interfering with the thinking process

Academic integrity

One significant concern, which is reflected in the literature popular media discussions, is the influence 
that generative AI could have on students’ adherence to academic principles and may use it to skirt 
research and writing processes based on the ease the tools offer.

Participants shared particular concern on how it could not only threaten academic integrity, but also 
reduce the human thinking process.

I believe that most students who count on ChatGPT to write will merely use its function to 
automatically generate essays which from my perspective, they might not even have a chance to 
think about the topics of essays. (Participant 23)

Essentially, the student is saying that ChatGPT will be leveraged to skate steps and responsibilities in the 
learning and writing process. In doing so, students fail to adhere to academic requirements that the work 
presented in their own. The student’s quote also touches on how student will bypass the essential stages 
of writing where the author engages with the topic, critically analyzes and reflects on the significance of 
the issues, problem and/or outcome, which also undermines academic integrity. 

Interference in the learning process

The following comments further address participants’ views of how generative AI tools could inhibit 
thinking and learning regarding the following coding category: Writing and Creating as a Human Process 
(N-RHP).

The underlying logic is that algorithms cannot invent new things from nothing which is we 
human’s strength and the most important or distinctive part of essay and paper as well, and 
they just collect existing data and do the predictions or imitations instead, so they can never 
touch the essence of an outstanding essay. (Participant 13)

The student is arguing that computer calculations come from existing data and therefore, do not produce 
new and innovative views on topics and/or issues, which is the hallmark of the human brain and 
experience.
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Comments directly addressing concerns of generative AI interfering with the learning process (i.e., 
coding category: N-ILP) are shared below.

As it becomes so easy and simple to get all the information you need in order to get a good 
grade, students might skip the most important part of any research, the part where you’re 
wondering around, making mistakes or understand things wrong. I believe that those are very 
meaningful moments that brings creative and original thoughts. (Participant 1)

The student states that people learn by engaging with their thoughts and experiencing the effects of their 
actions. In essence, trial and error learning can be a tedious process, but it is essential for deeper learning.

Of the three principal concerns around generative AI interfering with the thinking process, views 
related to compromising individuals’ academic integrity were significant (i.e., 12.79%), but participants 
were more concerned on how it would inhibit writing and/or creating as a human process (i.e., 19.77%) 
and displaces thinking and learning (i.e., 17.44%). This may suggest that while the field and popular 
media were most concerned with academic integrity being the primary concern, the international 
postgraduate students as participants in the study were more focused on the negative impact on the 
development of their and others’ learning and writing processes.

Theme 2: Views of Generative AI as facilitating thinking processes

Although participants expressed concerns of the negative impact of generative AI tools’ impact on 
learning and thinking, there was a notable difference among the top three coding categories: Task 
Efficiency/Versatility (i.e., P- TV 29.0%), Enhances Thinking (i.e., P-ET 16.36%) and Increasing Insights 
(i.e., P-II 14.55%), compared to the data reflecting the primary three areas of concern.

Task efficiency and enhancing thinking and perspectives

Participants expressed how generative AI could serve as a mechanism to broaden individuals’ 
understanding of their field and the academic writing process. Selected code category data for Enhancing 
Perspectives (i.e., P-EP) are shared below.

Because the results can be the inspirational source of thinking, which means it can lead to 
thinking further or generate different ideas.  (Participant 25)

The student is expressing that external input beyond one’s surrounding is required to grow and obtain 
new understanding, and that AI tools can serve to bring such new perspectives to individuals to expand 
their understanding.

Additionally, the responses coded for Diverse Input (i.e., P-DI) are shared below.

They are available even at midnight, suitable for naive to learn, and can answer questions in 
different fields. (Participant 24)

The student believes the ubiquitous access to knowledge resources permits even novice learners to have 
reliable support to proceed on a task when struggles of gaps in understanding are encountered.

Participants view the generative AI as a tool that is adaptable to their needs and always available, 
reflecting to some degree of their expectations in other parts of their lives due to technology.

Additional affordances

The following comments extracted from participants’ diagnostic writing regarding the following coding 
categories: Update Instructional Pedagogy (i.e., P-UIP), Update Instructional Pedagogy View (i.e., 
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P-IPSV), and Critical Review of Tech Policy (i.e., P-CRTP) in schools are shared below. The excerpts are 
grouped together as they serve to represent in part how participants understood how AI could positively 
inform the update of pedagogy to reflect current communication demands and practices, including the 
use of technology in a rapid evolutionary climate within education.

Update instructional pedagogy

This category reflects students’ views of how generative AI can, or will, shift the way writing is taught 
and assessed. Its presence offers an opportunity to enhance and/or revise instructional practices to better 
meet students’ needs.

However, with the advancing technology and the presence of AIs, I think there is a need to 
rethink how we should evaluate student essays in this perhaps changing academic landscape. 
AI is there, perhaps be more humane or situate more contextualized, student-specific prompts?   
(Participant 9)

The student expresses that the former traditional ways of conducting writing assessment may no longer 
apply and that AI offers opportunities to adjust assessment practices to better meet students’ individual 
needs and gaols. 

Instructional pedagogy view

This category shows students’ views of how generative AI can be used to adjust pedagogical practices 
beyond mastering the mechanics of writing and summarizing content taught, but to ask students to 
critically engage with the content they are writing about.

This new technology may change the Academic studies, and make more room for critical 
assignments, where the students require not only to sum up some information and imitate others 
in their fields, but also, and even mainly, to express their own point of view. (Participant 1)

This student suggests that because AI can create a summary of existing information, writing instructors 
will need to shift from tasking student to merely report fact to interpreting and providing their view of 
the facts.

Critical review of technology policy

This category highlights students’ understanding that new challenges presented by generative AI give rise 
to innovative approaches to solving these challenges and foster critical engagement with the academic 
landscape.

But it will bring bad things to like more cheating in the academy, but I think it is an opportunity 
to reinforce our checking software. Innovation brings innovation, so we will find a way to check 
the submissions and to put the light on the ones done with Chat GPT. (Participant 8)

This student expresses that even though now there may appear to be new challenges that undermine 
writing and writing instruction, humans adapt to change and with access to technological solution the 
new challenges will be addressed.

These excerpts extensively reflect participants’ view of how generative AI can enhance their thinking 
and academic work and its generation of possibilities for instruction, with noted consideration for 
evaluating academic work in its presence.
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5 Discussion

The results of this study’s reported L2 ELL postgraduate students’ views of AI tools based on their 
responses from a diagnostic exam that served as the intervention. Approximately two-thirds of the 
participants’ views were negative, including concerns about the impact AI may have on established 
academic processes (i.e., academic integrity, reading, and learning to publish) and human development 
(i.e., writing process, thinking, morals). One-third of the participants expressed views that were 
positive, including how AI tools provided advantages and efficiency, with potential for use in academia. 
Participants generally expressed both negative and positive views in their diagnostic exam responses, as 
reflected in Participant 1’s two excerpts in the Results section.

5.1 AI literacy 

In terms of AI literacy, it is important to consider the degree to which the students’ responses aligned with 
the five elements outlined in Tseng & Warschauer’s 2023 framework: understand, access and navigate, 
prompt, corroborate, and incorporate. 

As for the first element, understand, the instructor had observed that this student population has 
had their disciplinary studies enmeshed in AI and machine learning for the past few years. Thus, it 
is reasonable to assume the students would understand what such technology entails. Further, the 
intervention reading provided an extended definition of ChatGPT, making it accessible to a broad 
audience and included discussion of some affordances and limitations for learning.. Thus, part of the 
diagnostic reading conveyed this knowledge to those unfamiliar with the topic and thus helped to 
meet this criterion in the framework. Additionally, student responses of the tool’s affordances, such as 
increasing insights, fostering creative output for society, etc. and limitations. erroneous information, 
interfering with thinking, etc. suggest that the text, if not mentioning these items, prompted students to 
consider possible implications involved with using the tool. 

 In terms of the access and navigate and prompt elements, while the students were not invited to use 
AI during the diagnostic writing, this appeared later in subsequent curriculum redesign efforts. Thus, 
this paper’s described intervention did not provide an opportunity for students to meet this criterion. 
Interventions as described by Huang (2023) would provide students with useful prompting criteria 
when seeking personalized feedback on their individual writing specifically. With corroboration, some 
students did mention erroneous information as an issue when using the tool. This suggests that again, 
the reading and/or writing process of this intervention allowed for some reflection and connection with 
this AI literacy element. Finally, on the topic of incorporation, we see some students’ anticipation of 
aligning their use of the tool with expectations within the broader community of practice. Specifically, 
students’ expressed concerns about academic integrity of the individual and interference with the writing 
process and authorship. These issues, expressed in their writing diagnostics, point to this final element of 
Tseng & Warschauer’s 2023’s AI literacy framework. For EAP instructors to prepare those postgraduate 
students interested in publication, incorporation is essential. This can be accomplished in part by crafting 
clear guidance as to how to use and report use of ChatGPT in the writing process and how to document 
such use to ensure transparency (Teng, 2024b).

5.2 ELL students’ perceptions on the writing process 

In terms of student views, it’s important to consider the extent to which the student’s views here are 
aligned or not with those reported elsewhere in the literature. Perhaps unsurprisingly, students in this 
study also reported ambivalent feelings towards the use of AI for their learning and communication 
habits. Like previous scholarship (Al-Alami, 2024; Chan and Hu, 2023; Tica & Krsmanovic, 2024; 
Wang, 2024; Yan, 2023), the students in this study expressed the efficiency of the tool for obtaining 
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feedback as a significant affordance. In fact, as the most commonly reported affordance in this study, 
the student’s positions as postgraduate students may have something to do with this response frequency. 
While trying to balance a variety of academic, social, and professional tasks, students in this group may 
feel especially pressured in time and thus see this benefit as being the most useful immediately for their 
contexts.

Students in this study did also share the position of the tool’s potential for increasing insights, a 
position shared elsewhere (Al-Alami, 2024; Chan and Hu, 2023; Xiao & Zhi, 2023). However, in 
our study, students also reported, at a higher rate, that the tool also posed threats to creativity for the 
individual and society. Thus, this study contributes to the idea that while students see potential with AI 
fostering creativity, they also see the tool as a threat to this important phenomenon. 

The present study also adds additional variation of viewpoints on this topic. Students in this study 
shared the following affordances: enhancement of thinking, leveraging the application’s potential for 
education and elsewhere, necessitating update of pedagogy, and the need for openness to technological 
evolution. 

 In terms of drawbacks, similar to elsewhere (Al-Alami, 2024; Chan and Hu, 2023; Xiao & Zhi, 2023; 
Yan, 2023), students reported concerns with plagiarism, specifically as it relates to academic integrity of 
the individual and the possible interference with the writing process and authorship. Taken together, these 
concerns, which consist of the third most commonly reported limitation, show that like teachers, students 
have such issues on their minds. It may be then that students share Tseng & Warschauer (2023)’s fifth 
element in their AI literacy framework: incorporation. Time spent on identifying institutional guidance 
on if and how to use the tool and how to make any permissive use transparent would be time well spent 
for all stakeholders involved. 

 The threat of interfering with one’s learning was expressed by students in this study, as it was 
elsewhere (Al-Alami, 2024; Chan and Hu, 2023; Yan, 2023). Whether by displacing thinking and 
learning, relying on the applications, or reducing critical thinking, students seem to see the potential 
detriment this tool could have on the learning process. As well, potentially erroneous information was 
reported by students, similar to Chan and Hu, 2023; Tica & Krsmanovic, 2024; Wang, 2024; and Xiao 
& Zhi, 2023. Critical use, including corroboration, the fifth element in Tseng & Warschauer (2023)’s 
framework seems to resonate with such responses. Noteworthy, however, is that the participants in this 
study reported more negative than positive views of ChatGPT on their thinking and writing process than 
positive perspectives. This is in contrast to the findings in the recent systematic review on ChatGPT for 
EFL writing (Teng, 2024a), which found that students generally had positive perspectives toward the 
tool. This disconnect may be due to the timing of the study: the study reported here was conducted on 
day one of the two classes, while the review collated student views from throughout, including the end 
of the term. This suggests that student views might change based on how, when, and if ChatGPT is used 
explicitly in the classroom setting.

 Beyond the current scholarship reviewed, this study contributes additional perspectives of graduate 
students. Of interest perhaps is some students’ views that this tool might provide the tipping point to 
revising curriculum and pedagogy. Some students seem to sense that while Grammarly and Google 
Translate may not have been as significant of shifts as ChatGPT, perhaps along with the aforementioned 
tools, and the implications for a reform of communication assignment tasks. This view may be the canary 
in the coal mine–if the canary wasn’t present before– for those involved in curriculum and instruction. 
Some students also expressed the idea of communication being inherently human. This concern is worth 
further research to understand what factors AI tools cannot replicate in communication.

5.3 Pedagogical implications

Based on students’ reported views in this study, a multiplicity of pedagogical implications are apparent. 
First, given students’ responses were varied, it appears that students are somewhat open to the use of 
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ChatGPT as a learning tool. However, the students’ concerns with the tool must be concerned with 
designing pedagogy in response to this technological affordance. Given the serious concern students 
have with the view that writing is fundamentally a human process, critical thinking must be embedded 
into a ChatGPT assisted writing curriculum, such that students see the limitations of the tool. This can be 
achieved in part through cross-referencing the output from ChatGPT with an additional tool, such as a 
corpus or online writing lab, or a human, e.g., an instructor or writing center tutor. Additionally, reflective 
questions can be built into lessons that leverage the tool for learning purposes, which can provide space 
for students to thoroughly consider their experience. Such interventions with a third party and reflective 
work can also help to hedge against students’ worry that the tool can displace thinking and learning. 
While instructors creatively work to ensure learning within a system that includes ChatGPT as an 
affordance, they ultimately may be reassured that students too worry about this, pointing to perspectives 
of learner motivation. Finally, the concern regarding academic integrity is one that instructors and 
institutions can consider responding to by proactively providing guidance and best practices to their 
students, informing their choices with using and making transparent any tool use in the development 
of communication artifacts. Ultimately, instructors may choose to seek their students’ views and adjust 
pedagogy accordingly.

6 Limitations 

One of the main limitations of this study was the small sample size. Coupled with the study being action 
research, great care must be taken when extrapolating results to another context. Additional studies are 
needed, with the goals of fostering AI literacy and of trying to understand the students’ complex views 
to inform the teaching with/amidst the evolution of technology generally and generative AI specifically. 
In terms of data analysis, it should be noted that a number of statistical tests were run, and the p-value 
was not adjusted. The authors chose a greater likelihood of Type 2 errors than Type 1. Thus, the results 
should be interpreted cautiously. Given society’s ambivalence, the complexity of the students’ views, and 
the dynamic nature of AI, continual research at various levels is warranted, and curricular projects and 
interventions should be adjusted based on findings. 

7 Conclusion

Classroom practice becomes at some level a form of personal habit, and so, a teacher can often become 
comfortable with a routine instructional approach that they are unaware of until someone or something 
requires a deliberate reflection. Generative AI tools, like ChatGPT, have prompted stakeholders across 
the various sectors of education to do so. As part of the ongoing discussion on the implications of AI on 
learning, this article reported on a qualitative collaborative action research project, which both sought 
to develop postgraduate second language (L2) English Language Learner (ELL) students’ AI literacy 
competencies (Tseng & Warschauer, 2023) and to explore their views of generative AI in terms of 
how this technology affects their thinking processes. Ultimately, the first day diagnostic served as an 
intervention to begin to develop identified elements crucial for AI literacy. Such an intervention, along 
with subsequent curricular revisions, might be useful for instructors as new AI tools arise, if they are 
interested in cultivating the students’ literacy with such tools. While this study contributes to the field 
by reporting L2 postgraduate reflections concerning generative AI’s effects on their thinking, future 
research on this population is necessary, given the limited studies on this topic. Further, the evolution 
of generative AI tools will certainly necessitate future research on how such developments impact the 
students’ thinking, with implications for their academic and professional work.
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Appendix A

Coding Descriptions
*Combined into first code presented

Code Description
[N-AII] Negative: academic integrity of individual 
[N-HP] Negative: Writing/creating as a human process
[N-LA]*
[N-WC]*

Negative: Loss of authorship 
Negative-Interference with the writing process and authorship

[N-RCT] Negative: Reduction of critical thinking
[N-RMR]*
[N-IT]*

Negative: Reducing memory retrieval
Negative-interferes with thinking 

[P-DI]*
[P-EP]*

Positive: Diverse input 
Positive: Expanding perspectives 

[P-ET] Positive: Enhance thinking
[N-ILP]*
[N-RVL]*
[N-RHT]*

Negative: Interferes with the learning process
Negative: Reduces the value of learning
Negative: Replace human thinking 

[N-LCOI] Negative: Loss of creativity output for individual
[N-LCOS] Negative: Loss of creative/productive output for society 
[P-FCOS] Positive: Fostering creative output for society
[P-UPSV]*
[P-UIP]*
[P-CRTP]*

Positive: Update of pedagogy, allowing for student voice 
Positive: Update instructional pedagogy 
Positive: Critical review of tech policy in schools

[P-LAP] Positive: Leveraging for the apps potential for education and elsewhere 
[P-NOTE] Positive: Need for openness to tech evolution 
[N-RA] Negative: Reliance on app
[P-TE]*
[P-TV]*

Positive: Task efficiency
Positive: Task versatility 

[N-FN] Negative: Erroneous info
[N-MIS]*
[N-PP]*

Negative: Moral impact on society
Negative: Privileging the privileged 

[N-CIH] Negative: Communication is inherently human
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